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These three use cases (and many more) 
rely on the collected public BGP routes

Measure connectivity Detect routing attacksMap AS topology
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Three observations motivate reevaluating 
how we collect BGP routes
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Observation #1: RIPE RIS and RouteViews lack coverage
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Three observations motivate reevaluating 
how we collect BGP routes
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Two observations motivate reevaluating 
how we collect BGP routes

Observation #1: RIPE RIS and RouteViews lack coverage
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Observation #2: RIPE RIS and RouteViews coverage is flat over time
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Observation #2: RIPE RIS and RouteViews coverage is flat over time

Two observations motivate reevaluating 
how we collect BGP routes

Observation #1: RIPE RIS and RouteViews lack coverage
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Observation #3: Deploying new VPs leads to a unmanageable 
                            number of routes to process



The number of routes collected increases quadratically
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Data management is challenging for the collection platform



Data management is challenging for the collection platform 
and their users

Do you find the data from RIS and 
RouteViews expensive to process 
in terms of computational resources?

Survey conducted among authors of eight  
top research papers that used BGP data Yes

No



22

The Next Generation of BGP Data Collection Platforms



Outline

1. We observe that BGP routes 
are often redundant
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Outline

1. We observe that 


2. Redundant BGP routes enable  
an overshoot-and-discard collection scheme
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Overshoot: We collect data from as many VPs as possible
To prevent missing important information

The “overshoot-and-discard” data collection paradigm
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Overshoot: We collect data from as many VPs as possible
To prevent missing important information

Discard: We filter out the redundant BGP routes
To reduce the volume of data collected

The “overshoot-and-discard” data collection paradigm
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Outline

3. GILL: A BGP data collection platform that 
discards redundant routes to scales to tens of thousands of VPs

1. We observe that 


2. Redundant BGP routes enable  
an overshoot-and-discard collection scheme
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GILL uses BGP deamons written in C 
and optimised to collect BGP routes
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GILL finds redundant updates and anchors VP
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GILL finds redundant updates and anchors VP
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GILL computes filters, loads them into the BGP deamons 
and discards the filtered routes
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GILL updates filters over time using an out-of-band mirroring scheme
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GILL updates filters over time using an out-of-band mirroring scheme
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Gill finds redundant BGP data 
without optimising a particular objective

51

Key Intuition:  A set of BGP updates is redundant if it can  
probabilistically be reconstituted from another set of updates



Gill finds redundant BGP data 
without optimising a particular objective
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Key Intuition:  A set of BGP updates is redundant if it can  
probabilistically be reconstituted from another set of updates

See our HotNets’23 paper



Outline

4. GILL’s long-term impact is significant 
for various objectives

1. We observe that 


2. Redundant BGP routes enable  
an overshoot-and-discard collection scheme
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3. GILL: 
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GILL’s long-term impact
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A prototype of GILL is already up and running! 
https://bgproutes.quest
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