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Our earlier work used data from at rrc00 at RIPE NCC 
in Amsterdam


Multi-hop EBGP peers with 13 or so peers� Some peers are across the globe� Perhaps more subject to peering loss


Peers pass full routing tables� May skew some trends analysis, e.g. churn trends� i.e. churn is amplified but trends still useful


Has been running the longest� Very valuable, particularly for prefix growth analysis
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rrc01 is at London Internet Exchange�

All peerings are single hop EBGP�

Peers are asked to pass only their own peers� Danger of not adding up to “global” routing table�

May provide more realistic data for churn & peering loss 
analysis�

September 2000 to November 2002�

Peered w/ 107 distinct IP addresses�

Analysis limited to peers in 195.66.224/24, 195.66.225/26, 
195.66.226/24� i.e. removed bogus peers' data
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Most peers pass less than 100 prefixes�

Few actually pass full routes
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Upward spike is a configuration mistake�

Downward spike is a peering loss 
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33,441 peering losses, 42 a day, ~ 1 per peer per day
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There is a point for each peer and each day
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The middle cluster at 200-500 losses (1 loss every two days)
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92% of peerings are reestablished in less than 3 KeepAlives
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End of RIB marker;

none seen<

First Keep Alive=

88%>

Quiescence > 1sec?

4% (average 18seconds, 60% < 2 seconds)@

Peering lost after seeing some prefixesA

8%B

Not included (for now)C

Peering lost before any prefixes



13IETF Routing Area, Atlanta, Nov 2002Packet Design

D

0e+00 2e+04 4e+04 6e+04 8e+04 1e+05

0
20

40
60

Prefixes in RIB

Ti
m

e 
to

 E
nd

 o
f R

IB

E

For the same number of prefixes, time varies a lot!



14IETF Routing Area, Atlanta, Nov 2002Packet Design

F G H H H I H F

 0

 50

 100

 150

 200

 250

 300

 350

 400

Sep 02 Sep 02 Sep 02 Sep 02 Oct 02 Oct 02 Oct 02 Oct 02

C
hu

rn
 p

er
 h

ou
r

Churn of a router
Losses of the same router

J

Spikes are most likely peering losses with other routers
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Peering loss is significant and causing lots of churnN

Data from Amsterdam IX is consistent O

Can this still be an artifact of measurement? Perhaps...P

Perhaps small peers do not care about fixing their routers?Q

Graceful restart will helpR

Assuming the conditions are satisfied


